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The Challenge: “Fetch the 
Water”
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Meet Robobert

“lift a full glass of water from 
the table and slot it safely 
onto a shelf”

[5,6]

4



What do we need to take into consideration?

Glass is fragile → may shatter 
under high grip force

Filled with water → spills if tilt 
> 12°

Condensation makes it 
slippery

It sits 2 cm from the edge → 
tiny nudge = disaster

[5]
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Research Question

What are different ways to integrate physical property into a 

VLM?
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Basics
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What is a VLM ?

[4]

Multi-Modal Input

Corresponding Text Output
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Model Explaination
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COSMOS-Reason 1

11



Overall Architecture

[1]
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Pipeline

1. Vision Pre Training

2. General SFT

3. Physical SFT
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Vision pre-training

ensures that the visual tokens are 
compatible with the text tokens

[1]
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General supervised fine-tuning

Training WHAT is 
happening

15



Training what is happening - Multi Modal Input

Dataset Type Input Expected Output Purpose

Image-Text Pairs Single images and 
corresponding text

Aligned visual and 
text tokens

Basic object and 
scene 
understanding

Cause and Effect Initial physical state 
and action

Predicted outcome Simple physical 
cause and effect

Video-Text Pairs Video sequences 
and descriptive text

Aligned video 
frames and text 
tokens

context-aware 
reasoning
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Example

Image:
A single frame showing a robot arm 
reaching for an apple.

Text Prompt:
“A robot arm reaches for an apple on a 
table.”
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Training why something is happening

General SFT:

● Video: A robot arm picks up an apple.

● Text: “The robot arm picks up the apple.”

Physical AI SFT:

● Video: A robot arm pushes a block, 

causing it to fall off the table.

● Text: “The robot pushes the block, causing it 
to fall off the table and hit the ground.”
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Physical-AI supervised fine-tuning

Physical common-sense SFT

Embodied reasoning SFT
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Physical common-sense SFT

Understanding the basic rules of the 
physical world.

Reasoning about what will happen in 
a scene based on common sense

Object Permanence Test:

Training Data:

● Video: A ball rolling behind a wall and coming out the 
other side.

● Question: “Where is the ball when it is not visible?”

● Answer: “The ball is behind the wall.”
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[1]
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Embodied reasoning SFT
Understanding the intentions behind 
actions.

Reasoning about multi-step 
interactions and long-term 
consequences.

Task-Oriented Sequence

● Video: A sequence showing a robot 
arm grasping, lifting, and stacking 
blocks.

● CoT Reasoning Trace:

1. “The robot arm identifies the 
first block.”

2. “The robot arm grasps the 
block.”

3. “The robot arm lifts the block.”
4. “The robot arm positions the 

block above the second 
block.”

5. “The robot arm releases the 
block, completing the stack.”
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CogVideoX
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What is CogVidoeX  ?

a text-to-video generation model based
on a diffusion transformer
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[3]
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Input Encoding

[2]

(300,256,256,3) -> (38, 32, 32, 128)

capturing spatial structure and 
temporal motion
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Expert Transformer Blocks

[2]

Understand deeper physical 
connections between frames
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[2]
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Learning via Diffusion

[2,7]Repeated over time with big 
video-text dataset
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VideoPHY
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Caption Generation

Goal: Create a large set of physics-rich video prompts.

Solid-Solid (e.g., "Dominoes toppling over each other")
Solid-Fluid (e.g., "Water splashing on a rock")
Fluid-Fluid (e.g., "Ink spreading in still water")

Output: 1000 raw captions representing a broad 
spectrum of physical phenomena
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Human Verification

Goal: Filter out unrealistic or physically inaccurate 
captions

Output: 688 high-quality, human-verified captions that 
capture realistic physical dynamics
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Difficulty Annotation

Goal: Capture complexity of simulating each interaction.

Rate by: 
Easy: "A bottle topples off the table”
Hard: “A swimmer splashing in the sea"

Output: Final set of 688 captions, each tagged as "easy" or "hard"
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Video Generation

Tagged Captions 12 VLMs+ = Large Video Clip Pool
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Binary Labeling

Large Video Clip Pool

Semantic Adherence ?

Physical Commonsense 
?

=
Large Annotated Clip 

Pool
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[3]
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VIDEOCON-PHYSICS

“A baseline model capable of understanding video-text 
relationships but without any explicit physical reasoning”
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Finetuning

Large Annotated Clip 
Pool +

improved semantic 
adherence and 
physical commonsense

=

[4]
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Methodology Comparison
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Recap

Model Approach Pros Cons

Cosmos-Reason Ontology-based 
learning with 
structured SFT and 
RL

Deep physical 
understanding, 
long-term reasoning

High computational 
cost, rigid ontology

CogVideoX Diffusion-based, 
expert transformer 
for video denoising

High-resolution 
outputs, temporal 
coherence

High complexity, 
potential for 
overfitting

VideoPhy Dataset-centric, 
human-verified 
physical prompts

Scalable evaluation, 
broad dataset 
coverage

Annotation costs, 
limited flexibility
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Real World Gap
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Real-World Gap for Physical Knowledge in VLMs

1. Lack of Intuitive Physical Understanding

2. Limited Real-World Data Representation

3. Poor Generalization to Unseen Scenarios
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Conclusion & Outlook
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Conclusion

● Current approaches often rely on statistical patterns and predefined 

ontologies, missing deeper physical insights.

● Bridging this gap is critical for advancing AI systems capable of 

interacting with the real world.
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Outlook

Real-World Embodied Learning

Long-Horizon Training

Automated Physical Benchmarking
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